**Рекомендательные информационные системы в …..**

**Рекомендательные системы** — программные системы, предназначенные для оценки уровня интереса пользователя к определенному продукту или сервиса, на основе имеющейся информации о пользователе и/или продукте и сервисе.

Оценка? Цель ее нахождения?

Интерес? В чем выражен?

Какие продукты бывают….?

Имеющаяся информация? Откуда берется? Где хранится, как обрабатывается? В каком виде и для чего решение?

В области рекомендательных систем используется специальная терминология. В частности, *профилем* пользователя, продукта или услуги, являются данные …… Под *фильтрацией* понимается процесс ….. бббббб

Далее под интересом будем понимать именно интерес пользователя к продукту или услуге.

Существует ряд подходов к оценке интереса:

1. на основе *фильтрации содержания*, при этом в информационной системе создаются профили пользователей (продуктов и услуг), включающие [бытовой и] социальный статус пользователя, возраст, место проживания, род деятельности …. [что-то, что имеет отношение к продукту] и т. п.; профили продуктов и услуг включают позицию в системе классификации, потребительские характеристики продукта, например, … .
2. на основе *коллаборативной фильтрации*, где используется информация о поведении пользователей в прошлом, например, информация о покупках или оценках товаров или услуг, при этом аналитическим блоком информационной системы автоматически формируются классификации товаров и услуг, а также ранжируются атрибуты по степени значимости в оценке интереса.
3. смешанные методы, которые базируются на методах из пп. 1 и 2 одновременно.

Например, в Music Genome Project музыкальный аналитик оценивает каждую композицию по сотням различных музыкальных характеристик, при помощи которых выявляются музыкальные предпочтения пользователя. В результате такого анализа формируется профиль музыкального произведения. Основная проблема первого типа рекомендательных систем — это работоспособность системы на начальном этапе ее эксплуатации. Например, для новых пользователей в системе нет необходимой информации в профиле для принятия решения о том, какие товары ему следует предлагать. В связи с этим в современных рекомендательных системах реализуется механизм сбора и анализа данных о пользователях, используя так называемые явные и неявные методы.

К явным методам относятся следующие примеры:

* запрос у пользователя оценки объекта по дифференцированной шкале;
* запрос у пользователя ранжировки группы объектов от наилучшего к наихудшему;
* предъявление пользователю двух объектов с вопросом о том, какой из них лучше;
* предложение создать список объектов, любимых пользователем.

Приведем примеры неявного сбора данных:

* наблюдение за тем, что осматривает пользователь в [интернет-магазинах](https://ru.wikipedia.org/wiki/Интернет-магазин) или [базах данных](https://ru.wikipedia.org/wiki/База_данных) другого типа;
* ведение записей о поведении пользователя онлайн;
* отслеживание содержимого компьютера пользователя.

Рекомендательные системы сравнивают однотипные данные от разных людей и вычисляют список рекомендаций для конкретного пользователя. Некоторые примеры их коммерческого и некоммерческого использования приведены в статье о [коллаборативной фильтрации](https://ru.wikipedia.org/wiki/Коллаборативная_фильтрация). Для вычисления рекомендаций используется [граф интересов](https://ru.wikipedia.org/wiki/Граф_интересов)[[3]](https://ru.wikipedia.org/wiki/Рекомендательная_система" \l "cite_note-.D0.A0.D0.B5.D0.BA.D0.BE.D0.BC.D0.B5.D0.BD.D0.B4.D0.B0.D1.86.D0.B8.D0.B8_.D0.BD.D0.B0_.D0.BE.D1.81.D0.BD.D0.BE.D0.B2.D0.B5_.D0.B3.D1.80.D0.B0.D1.84.D0.B0_.D0.B8.D0.BD.D1.82.D0.B5.D1.80.D0.B5.D1.81.D0.BE.D0.B2.E2.80.94.E2.80.94.E2.80.94-3). Рекомендательные системы — удобная альтернатива поисковым алгоритмам, так как позволяют обнаружить объекты, которые не могут быть найдены последними. Любопытно, что рекомендательные системы часто используют поисковые машины для индексации необычных данных.

Методы фильтрации содержимого

…..

Виды рекомендательных систем

Можно выделить два основных типа рекомендательных систем. Их, конечно же больше, но мы сегодня будем рассматривать именно эти и в особенности коллаборативную фильтрацию.

* + Пользователю рекомендуются объекты, похожие на те, которые этот пользователь уже употребил.
  + Похожести оцениваются по признакам содержимого объектов.
  + Сильная зависимость от предметной области, полезность рекомендаций ограничена.

Методы коллаборативной фильтрации

* + Для рекомендации используется история оценок как самого пользователя, так и других пользователей.
  + Более универсальный подход, часто дает лучший результат.
  + Есть свои проблемы (например, холодный старт).

Рекомендательные системы появились в интернете достаточно давно, около 20 лет назад. Однако настоящий подъем в этой области случился примерно 5-10 лет назад, когда произошло соревнование Netflix Prize. Компания Netflix тогда давала в прокат не цифровые копии, а рассылала VHS-кассеты и DVD. Для них было очень важно повысить качество рекомендаций. Чем лучше Netflix рекомендует своим пользователям фильмы, тем больше фильмов они берут в прокат. Соответственно, растет и прибыль компании. В 2006 году они запустили соревнование Netflix Prize. Они выложили в открытый доступ собранные данные: около 100 миллионов оценок по пятибалльной шкале с указанием ID проставивших их пользователей. Участники соревнования должны были как можно лучше предугадывать, какую оценку поставит определенному фильму тот или иной пользователь. Качество предсказания измерялось при помощи метрики [RMSE](https://ru.wikipedia.org/wiki/%D1%F0%E5%E4%ED%E5%EA%E2%E0%E4%F0%E0%F2%E8%F7%E5%F1%EA%EE%E5_%EE%F2%EA%EB%EE%ED%E5%ED%E8%E5) (средне-квадратичное отклонение). У Netflix уже был алгоритм, который предсказывал оценки пользователей с качеством 0.9514 по метрике RMSE. Задача была улучшить предсказание хотя бы на 10% — до 0.8563. Победителю был обещан приз в $ 1 000 000. Соревнование длилось примерно три года. За первый год качество улучшили на 7%, дальше все немного замедлилось. Но в конце две команды с разницей в 20 минут прислали свои решения, каждое из которых проходило порог в 10%, качество у них было одинаковое с точностью до четвертого знака. В задаче, над которой множество команд билось три года, все решили каких-то двадцать минут. Опоздавшая команда (как и многие другие, участвовавшие в конкурсе) остались ни с чем, однако сам конкурс очень сильно подстегнул развитие в этой области.

В настоящее время развиваются методы на основе анализа структуры онтологии предметной области. ….. Подходы на онтологии позволяют решать проблему Холодного старта в той или иной мере.

(Черкашин)

**Предметная область**

Например в Иркутске можно зяняться следующими задачами, где разработка Рсистемы позволит автоматизировать….
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